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APPLICATION OF BAYESIAN NETWORK ON THE EXAMPLE
OF TRAINING MODEL «RABOTA»

Abstract. In a modern information environment, the application of artificial
intelligence, including the Bayesian approach, is relevant for solving various
applied problems. The Bayesian approach is used as a method of adapting
existing probabilities to newly obtained experimental data. The main idea of
building a Bayesian network is to decompose a complex system into simple
elements. The article is devoted to the application of the Bayesian network on the
example of the training model “Rabota”. The advantages of Bayesian networks
and a real example of use in determining the ability of an applicant to take a
vacant position have been considered. The proposed research method takes into
account the main factors affecting the assessment of the candidate’s potential
for a particular position using the Bayesian approach. The results of the study
including probabilistic relationships between individual nodes of the constructed
Bayesian network have been presented.

Key words: artificial intelligence, Bayesian networks, probability dependence.

AHHOTauusa. B coBpeMeHHOM NHpOpMaLMOHHON cpeae A5 peLLEHNst pasnnNYHbIX
NPUKNagHblX 3aJady  akTyanbHO MPUMEHEHWE WCKYCCTBEHHOrO WHTENEeKTa,
B TOM u4ucrne OaliecoBckoro nopxopa. baviecoBckuin noaxon wucnonb3yeTcs
KaK MeTo ajanTauuv CyLLEeCTBYHIOLIMX BEPOSTHOCTEN K BHOBb MOJTyYEHHBIM
3KCNepuUMeHTanbHblM  AaHHbiM. OCHOBHOM MAeeln MOCTPOoeHUs1 GaiecoBCKoi
CETU SBNSIETCS Pa3fOXeHWE CIOXKHOW CUCTEMbI Ha NPOCTble AnemMeHTbl. CTaThbs
nocesillieHa MNpUMeHeHWI0 GariecoBcKOW ceTu Ha npumepe ydebHol mopenwu
«Rabota». PaccmoTpeHbl npeumyliectBa 6GaliecOBCKMX CeTEN U pearnbHbIii
npuMep MCNonb30BaHWsi NpPU ONpeaerieHn BO3MOXXHOCTU MpeTEeHAEeHTa 3aHsTb
BaKaHTHYI [OJDKHOCTb. [peanoxeHHbIi MeTo UccrefoBaHus  yuuTbiBaeT
OCHOBHble (haKTOpbl BAMSAKOLIME HA OLEHKY MOTeHUuMana npeTeHaeHTa
Ha Ty WU WHYI [JOMMKHOCTb C MCMOMb30BaHMEM OanecoBCKOro noaxoaa.
MpuBeneHbl  pe3ynbTaTbl  WCCMEAOBaHWs,  BKIKOYaKLWME  BEPOSITHOCTHbIE
B3aMMOCBSA3WM Mexay OTAEeNbHbIMW y3MaMu MOCTPOEHHOW OGanecoBCKOW CEeTW.
KnioyeBble crnoBa: WCKYCCTBEHHbIA  WHTENNeKT, OariecoBckMe  ceTw,
BEPOATHOCTHAs 3aBUCUMOCTb.
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TyniHpeme. 3amaHayu aknapatTblk opTaga opTyphi KorngaHGanbl ecenTtepi
LieLly YLUiH KacaHAbl MHTENNEKT, OHbIH iWiHae bavec agiciH konaaHy e3ekTi 6onbin
oTblp. bawvec apici kongaHbICTaFbl bIKTUManNAbbIKTApAbl XaHagaH anblHFaH
ToXipnbenik manimeTTepre 6enimaey aAici peTiHae konaaHbinagpl. bavec xeniciH
KYpyOblH Heri3ri naescbl — Kypaeni XyneHi kapananbiM anemeHtTepre Oeny.
Makana «Rabota» oky ynrici MmbicanbiHaa Bariec xeniciH KongaHyrFa apHarnraH.
BariecTik xeninepaiH, apTbIKLWbINbIKTApbl XXaHe OTiHilW 6epyLwiHiH 60c nayasbivFa
opHanacy KabineTiH aHblKTaydarbl HaKTbl MbiCan HeridiHOe KapacTbipbliagbl.
¥cbIHbINFaH 3epTTey aAici banec agiciH KongaHa oTbipbin, 6enrini 6ip nayasbivFa
YMiTKEpAiH oneyeTiH Garanayra ocep eTeTiH Heri3ri chakToprapabl eckepepi.
3epTTey HoTWXKernepi, COHbIH iWwiHae canbliHFaH banec xenige KypbinFaH
KekernereH TyWiHOepi apacblHAaFbl bIKTUManNAblK KaTblHAcTapbl YCbIHbIIAObI.
TyniHai ce3pep: xacaHabl UHTENNEKT, 6aecoB xeninepi, bIkTuman Tayenginik.

Introduction. Artificial intelligence is widely used in solving various
problems in various fields of science, economics, social life and produc-
tion. The most popular use of artificial intelligence was the use of Bayesi-
an networks in research [1,2]. Bayesian networks are widely used in var-
ious fields: in economics, in psychology [3,4], in sociology, in governance
theory, in medicine, in genetics, in the study of various complex physical
processes, etc. The article [5] considers the theoretical foundations of
modeling students based on Bayesian networks. The algorithms of com-
petence model construction taking into account competence properties
and Bayesian network construction for competence assessment have
been described. The rule of interpreting probabilities for assessing the
achievement of a learning goal has been proposed. Examples of assess-
ing the level of competency formation on the basis of the constructed
model have been considered. In [6], a student knowledge model in the
form of a Bayesian trust network with a tree structure is proposed. The
method of its construction and use for analysis and diagnostics in the in-
telligent testing system has been described. Bayesian networks provide a
convenient tool for risk research, modeling, and quantification. The article
[7] proposes a risk assessment model at all stages of software develop-
ment. The model constructed in the form of a Bayesian trust network is
dynamic, it easily adapts to the evidence obtained. This allows to enter
into the system the data obtained at each stage of the project. Improved
risk models in this way can be used in other similar projects.

The study [8] presents the implementation of the Bayesian model of
logical inference in the development of an expert system to assess the
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compliance of the graduates training level of technical areas of universi-
ties with the requirements of modern employers in the field of IT services.
Effective use of the Bayesian network tool requires good computer tech-
nology and good software products to implement various tasks in the field
of Bayesian networks. As a rule, there are no problems with computer
technology in the modern world. A more difficult problem is the availability
of good software products for working with Bayesian networks [9-12].

The problem statement is formed as follows on the example to
show the use of the Bayesian network in assessing the applicant’s suita-
bility for a vacant position using the training model “Rabota”.

To solve this problem, we will describe this model.

- It is required to determine the possibility of the applicant to take the
vacant position.

- This requires evaluating the technical potential of the applicant and
his communication skills.

- For simplicity of the model, we assume that the technical potential
of the applicant depends on three factors: possession of a higher educa-
tion, diligence and work experience in similar positions.

- Also, for simplicity, we assume that the applicant’s sociability de-
pends on his intelligence and social status.

- We assume that the possession of a higher education depends on
the intelligence of the applicant.

We assume that the suitability of the applicant is determined by his
technical training and communication skills.

Results and discussion. A Bayesian network consists of eight
nodes and eight relationships (arcs) between nodes. The Bayesian net-
work corresponding to this model is shown in Figure 1.

Higher education Intelligence
Technical Comunication
Diligence training skills
Social status
Experience

Figure 1 - Bayesian network of
this model

31



KubepHemuka

A priori for the nodes of this network it is known:

- A priori, we believe that approximately 30% of people have low
intelligence, 60% have medium intelligence, 10% have high intelligence.

- A priori, we believe that approximately 30% of people have a low
social status, 50% have an medium social status, and 20% have a high
social status.

- A priori, we believe that approximately 30% have a higher educa-
tion.

- A priori, we believe that approximately 55.6% of people are lazy,
33.3% have average diligence, and 11.1% are hardworking.

- A priori, we believe that approximately 43% of people have low ex-
perience in this field, 43% have average work experience, and 14% have
high work experience.

- Previous experience shows that 20% of applicants possess the
necessary technical training.

- Previous experience shows that 20% of applicants have the nec-
essary communication skills.

- Previous experience shows that only 10% of applicants are recog-
nized as suitable for the vacant position.

- The probabilistic relationships between the individual nodes are de-
scribed by the following tables:

- There is a probabilistic relationship between intelligence and higher
education:

Table 1 - Probabilistic relationship between intelligence and higher

education
Intelligence Possession of a higher No higher education
education
Low 0.090909 0.909091
Average 0.25 0.75
High 0.75 0.25

There is a probabilistic relationship between intelligence, social sta-
tus and sociability:

Table 2 - Probabilistic relationship between intelligence, social status and

sociability
Intelligence Social status Sociability
Yes | No
Low Low 0.09090909 0.90909091
Average Low 0.33333333 0.66666667
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High Low 0.25 0.75
Low Average 0.16666667 0.83333333
Average Average 0.50 0.50
High Average 0.75 0.25
Low High 0.33333333 0.66666667
Average High 0.75 0.25
High High 0.83333333 0.16666667

There is a probabilistic relationship between higher education, dili-
gence, work experience and technical training:

Table 3 - The probabilistic relationship between higher education,
diligence, work experience and technical training

Higher Diligence | Work experience Technical training
education Yes | No
No Low Low 0.01 0.99
No Low Average 0.125 0.875
No Low High 0.25 0.75
No Average Low 0.01 0.99
No Average Average 0.167 0.833
No Average High 0.25 0.75
No High Low 0.01 0.99
No High Average 0.5 0.5
No High High 0.75 0.25
Yes Low Low 0.01 0.99
Yes Low Average 0.333 0.667
Yes Low High 0.5 0.5
Yes Average Low 0.01 0.99
Yes Average Average 0.50 0.50
Yes Average High 0.333 0.667
Yes High Low 0.01 0.99
Yes High Average 0.667 0.333
Yes High High 0.833 0.167

There is a probabilistic relationship between intelligence, social sta-
tus, and sociability:
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Table 4 - Probabilistic relationship between intelligence, social status and

sociability
Technical training Sociability Suitable
Yes | No
No No 0.091 0.909
No Yes 0.167 0.833
Yes No 0.667 0.333
Yes Yes 0.909 0.091

Figure 2 shows the probability dependence of this model.

Higher education Trtelligence

Yes 25.22T% 1 Low 4] 30%
No T4773% Medium 60%
High4 10%

Hardworkin; .
" Low 4 ed 15819% H
@dium '
ial sta
Hth\]\H 111\/ 00iZ 8]

Work experience

Low b
Madium 4285T%
High 4] 14.286%

Figure 2. - Probability dependence

The data for the nodes will take the following values:

With a probability of 25.2%, the applicant has a higher education.

With a probability of 15.8%, the applicant has the necessary techni-
cal training.

With a probability of 41.5%, the applicant has communication skills.

With a probability of 22.5%, the applicant is suitable for the vacant
position.

Suppose it is necessary to evaluate the applicant, who is known to
have higher education and is hardworking. After entering these certifi-
cates data, we will have (Figure 3):
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Higher education Intelligence
Yes j100% |, Low] 10811%
Noq Madium 50 456%
~r——g High {] 26.73%
‘ Communicat. skills v
Hardworking 159.095%| | Y1 | 49.98%
Low{ 1 40 905% N | 5002%
Medium 4 Social status
High {J100% X Tow I 0%
——Scenarnio 1 ' High | Medium { 3 50%
5 High 4] 20%

Work experience
Lowd o 42 65TS

Madium {59 42 857%
High 4] 14.286%

160.164%
39836%

Figure 3. Probability dependence

The data for the nodes will take the following values:

With a probability of 100%, the applicant has a higher education.

With a probability of 100%, the applicant is hardworking.

With a probability of 40.9%, the applicant has the necessary techni-
cal training.

With a probability of 50% the applicant communication skills.

With a probability of 39.8%, the applicant is suitable for the vacant
position.

Conclusion. Thus, this study shows some possibilities of applying
the Bayesian network using the training model Rabota. The results of the
study show the prospects of using Bayesian networks to solve problems
with uncertainties. The model proposed in the paper reflects the initial
stage of the study of this problem. In the process of studying the problem
and using the results, the model can be supplemented with new personal-
ity characteristics and other indicators.

Source of research funding. This research has been conducted
within the framework of the grant program of the Committee of Science
of the Ministry of Education and Science of the Republic of Kazakhstan
No.AR 05131293 (2018-2020) on the theme “Development and software
implementation of a package for solving applied problems in Bayesian
networks”.
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